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ABSTRACT

Remote equipment access offers enormous economic and service delivery benefits; unfortunately the need for strict security policies makes realizing these benefits a significant challenge.  This is especially true when the equipment to be remotely accessed is located in a third party’s facility and the connection is being originated externally.  Current approaches necessitate that firewall(s)/router(s) be reconfigured to direct these inbound connections to the appropriate equipment.  Beyond the numerous technical and administrative issues, gaining the cooperation of the third party is a time-consuming and potentially politically challenging process.  An alternative methodology is to use an outbound connection from the remote equipment to effectively move the connection point outside the third party’s facility to a secure, convenient location on the Internet.  Using an outbound connection addresses many of the shortcomings of today’s solutions and eliminates the need to reconfigure the firewall.  This paper first examines the architecture of inbound- and outbound-connection based architectures to access the impact that choice has on security and operations.  Issues that will be highlighted include security vulnerabilities, implementation and configuration requirements, usability, and the administrative burden.  In addition, the scalability of these approaches for very large scale deployments will be examined.  The second portion of the paper focuses on the issues in deploying and managing a system that uses outbound connections.  These include understanding when outbound connections are preferred, the deployment and implementation issues that need to be addressed, and what management effort is required.  The benefit of outbound connection based systems is that they can improve the security of a remote access system while also increasing an organization’s operational effectiveness.
INTRODUCTION
Remotely accessing equipment offers enormous economic and service delivery benefits; unfortunately the need for strict security policies makes realizing these benefits a significant challenge.  Worms, viruses, and hackers have heightened security concerns, and regulatory requirements like Sarbanes-Oxley, HIPAA and others have made corporate managers increasingly reluctant to permit remote access.  Yet in today’s hyper-competitive world, its economic and service delivery benefits make remote access an absolute necessity.  This is especially true when a company is providing service for equipment that is located at its customer’s facility.  This paper examines the use of outbound IP connections from the remote device to address these issues.  The use of outbound IP connections increases security, simplifies access, and improves an administrator’s control.

There are many different remote access scenarios; this paper focuses on a user, typically a person, trying to initiate a connection to a remotely located device using the Internet.  The paper first looks at the issues of using inbound connections within the local networking environment.  These shortcomings are then magnified when the user is moved outside the local network onto the Internet.  An alternative architecture based on outbound connections is introduced and the benefits arising from it are examined.  This alternative architecture offers two significant benefits to users: it allows traversal of a firewall at a remote location without changing the firewall’s configuration, and it offers a centralized location for system administration and user access control.  The benefits make an outbound connection based system a lower cost and simpler to manage architecture.
REMOTE ACCESS

There are many applications across a wide variety of industries that can benefit from remote user access to equipment.  Examples of these include:

· Status and Maintenance Checks

· Diagnostics

· Configuration and Administration

· Software Upgrade

· Log File Retrieval

All of these examples require the user to initiate the process as opposed to the remote equipment initiating the process.  Having the user initiate the process is one of the most challenging scenarios, especially when the user is outside the facility.  In these cases, current technology requires the user to know where the remote device is located (IP address, TCP port number, etc.) and needs to have an appropriate path to the equipment provisioned in advance.  Creating and maintaining these paths is time-consuming and often politically challenging (even more so when the remote equipment is located within a third party’s facility).  Newer approaches using outbound connections have been developed to simplify these issues.
Section 1: Inbound Connections and their Issues
The most widely deployed industrial remote access application is connecting a remote PC to serial-enabled equipment.  Examples include HVAC systems, manufacturing equipment, PBXs, etc.  In this application, a serial-to-Ethernet converter, referred to as a serial server, is connected to the equipment and is accessed using either telnet or a virtual serial port on the PC.  Deploying this type of solution within a facility is relatively straightforward assuming the LAN is flat as shown in Figure 1, meaning the PC and the serial server are within the same IP subnet.  If the LAN is not flat, the complexity begins to grow quickly, as does the cost to deploy and maintain remote access solutions.  These types of installations can also benefit from using outbound IP connections to simplify the deployment and administrative processes.
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Figure 1 LAN Based System
To use these systems, the user points the PC’s virtual serial port or telnet application to the IP address of the serial server (and chooses a serial port if there are multiple ports on the converter.)  The serial server is typically assigned a static IP address so that its location is always known to the user.  Auto-discovery tools are available from some vendors to facilitate operation with dynamically-assigned (DHCP) IP addresses.  Once a connection is established, the serial server will typically authenticate the user via a locally-stored username and password.  
Once authenticated, the user can begin interacting with the serial-enabled equipment.  The connection remains up until the user terminates it (or it may automatically terminate after a period of inactivity).  If another user wants to establish a connection with that piece of equipment while a user is connected, the active user must break the connection before the new user can establish one.  Beyond rebooting the serial server, there often is typically no mechanism to force an active user off the system.  If a user accidentally leaves a connection established, it will persist until it is manually terminated.
Administration and maintenance of the system is performed individually for each serial server.  Using the serial interface, front panel controls, or Ethernet interface of the server, an administrator sets the IP address mode, creates and administrates user accounts, and sets other configuration parameters.  Performing these tasks for a single unit is simple.  On the other hand, as the number of serial servers grows, configuration and maintenance becomes a time consuming, complex process.  To simplify this process in practice, there is often only a single account (i.e., username/password) rather than individual accounts for each user.  This approach eliminates the need to configure every serial server whenever a new user needs to be added but offers no convenient way to restrict the access of a user who is no longer with the organization.  This creates a security vulnerability that many organizations have traditionally been willing to accept in systems limiting access to users inside their LAN.  
The process of installing, configuring, maintaining, and using remote devices that accept connections locally works and is manageable for most administrators.  There are weaknesses in the process, but within the confines of a simple, flat LAN those weaknesses tend to be minimal.  When the LAN topology is not a simple, flat network, or when the number of devices is large, these weaknesses are magnified and a more robust solution is desired.
Getting In from the outside
For most remote access applications, the user initiates contact with the equipment.  When the user moves outside the corporate environment and attempts to access the serial server via the Internet, they are trying to create an inbound connection to the corporate network, shown in Figure 2.  Inbound connections require special provisioning of the routers, firewall(s), and intrusion detection systems.
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Figure 2 Inbound Connection architecture
To access a serial server inside a corporate network, a user must first know the corporate network’s Internet IP address, which is a public IP address (i.e. a routable IP address that anyone on the Internet can access).  The IP address assigned to the serial server is a private IP address that users from the Internet can not see or reach directly.  The process of translating between public and private IP addresses is called Network Address Translation (NAT) 1, 2, 3.  Many firewalls and routers perform NAT as well as block incoming connections.  
Knowing the public IP address only gets the user to the front door of a network.  The firewall/router will prevent him from entering unless it has specific instructions on how to handle the request.  The most common method the firewall uses for routing that request is called port forwarding.  To use this technique, the firewall is configured to take all requests for a specific TCP4 port number and forward it to a specific internal IP address.  Figure 3 is an illustration of the TCP port forwarding process.  Different TCP port numbers are sent to different IP addresses.  The simplest example of port forwarding is a web server.  A web server resides behind the company firewall.  All requests for web pages, i.e. port 80, received by the firewall are forwarded to the web server.  In other words, the web server appears to be outside the firewall.  
In the serial server case, the firewall needs to be configured with the local IP address that the serial server resides at and the TCP port number assigned to it.  The serial server is assigned a static IP address in this case to ensure that the request is always routed to the appropriate point.  In addition, any other routers/firewalls further inside the corporate network must also be configured to route that port number to the appropriate IP address.  There are common conventions for TCP port numbers for well-known services such as web servers and FTP servers (80 and 21, respectively), recommended by IANA 5.  However, usage of any particular port number for services such as remote access is suggested and not enforced.  Therefore, different sites may use different port numbers for the same service.  In addition, if more than one serial server is deployed at a location, then each serial server may need its own port number.  For the user, the challenge to maintain an accurate database of the IP addresses/port numbers can become overwhelmingly complex.
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Figure 3 Port Forwarding
From a security viewpoint, port forwarding creates a hole into the network.  By definition, anyone can attempt to access the serial server from outside the network if they send the request to the appropriate port number.  Hackers have created special programs to scan for “open” ports.  They then probe those ports to determine if there is anything of interest.  Hence, port forwarding, while the most popular technique, does create potential security vulnerabilities.

Port forwarding is significantly more challenging for service providers trying to access equipment located at their customer’s facility.  While this capability may offer the customer better or less costly service, the customer’s IT organization may not be motivated to support such requests, either due to workload or existing security policies.  Additionally, port numbers may conflict with those used by pre-existing services on the customer’s network.  Lastly, maintenance of special firewall and router configurations can be difficult, as the number of configuration items increase.  Hence, these requests are often at the bottom of the IT priority list.  A considerable investment in time, effort and goodwill may be needed to overcome IT’s initial resistance, and to ensure that the required configuration is maintained over the course of time.  

Compounding these issues is the previously discussed issue of maintaining and administrating the serial servers themselves.  When a user outside the LAN has access, using a single username/password for all users can become intolerable, especially for those devices at a customer’s facility.  The customer expects that only authorized users will have access and that those whose privileges have been revoked will no longer have access.  The solution, assigning and managing accounts for individual users, can be an onerous task for large scale deployments when the management of such accounts is fundamentally distributed to each individual serial server.

Beyond the issues above, much of IT’s resistance to provisioning inbound connections is the time and cost of doing it.  Provisioning and maintaining a couple of open ports such as for web servers is relatively straightforward, but as the number of requests increase the complexity of the situation grows rapidly.  Potential conflicts must be investigated and checked, and any configuration change must be tested (including regression testing) to ensure no other provisions were broken.  If the firewall is replaced or upgraded, all the old rules must be imported into the new firewall.  Changing the network topology is even more complex since all the routing tables must be translated into the new structure.  It is easy to see that what may start as a simple way of improving operations may over time become a cumbersome and resource intensive process.
section 2: Outbound connections: A new approach

An alternative architecture, shown in Figure 4, for accessing remote equipment is to use outbound connections.  Within this architecture, the remote equipment initiates a connection to a location on the Internet, a “connectivity gateway”.  The connectivity gateway then acts as a connection point for users to connect to the remote equipment.  This architecture has many advantages over the traditional inbound connection paradigm.  Most notable is the ability to traverse the firewall at the remote location.  In addition to providing the key mechanism for firewall traversal, the gateway offers a central facility for managing and controlling both users and devices.  The net effect is to lower the cost to deploy, use and maintain remote access systems and provide an easier to use, more secure service.  
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Figure 4 Outbound Connection Architecture
How IT WORKS
In an outbound connection architecture, the remote equipment, such as the serial server makes a connection to the gateway upon installation.  This is an important precursor that must occur before a user can access the remote equipment.  Once the remote equipment is authenticated by the connectivity gateway, any authorized user can connect to the remote equipment by logging into the gateway and requesting a connection to that specific device.  The gateway acts as a conduit between the user and the remote equipment.  It also authenticates both the user and the remote equipment before permitting either one to connect to the other.  To maximize security, all communication between the parties can be encrypted using a variety of protocols, such as SSL and AES.  Once the user has completed their work, the connection between the user and the remote equipment is broken (though the connection between the remote equipment and connectivity gateway is maintained), freeing the remote equipment for the next user.  
The key to making an outbound connection architecture work is that the connection between the serial server and the gateway is maintained continually.  This is done by periodically exchanging messages between the gateway and the serial server.  The exchange rate needs to be faster than the shortest timeout on the various routers in the path between the serial server and the connectivity gateway.  While this does create additional overhead traffic, each message is very small and the time between messages is typically around 15 seconds.  The benefit of maintaining this outgoing connection is that the user’s point-of-contact for the equipment is effectively moved from inside a private network to a known, secure location on the Internet.

Firewall Traversal
A firewall’s primary function is to prevent malicious activity originating on the Internet from accessing resources on the LAN that it protects, while permitting allowed activity originating inside the network to access servers on the Internet.  For example, when a user inside the network requests a web page in their browser, the firewall passes that request on through to the Internet and relays the information sent back from the web server to the person requesting it.  The outbound connection architecture uses this principle (of which there are many specific techniques 6, 7) to traverse the firewall; the remote equipment (i.e. serial server) makes a request to access the connectivity gateway which the firewall passes to the gateway.  Then, the response from the gateway is relayed through the firewall to the serial server.  By taking advantage of this property, the outbound connection requires no changes to the firewall.  In addition, the potential security vulnerability of opening firewall ports is avoided, making for a more secure network.  This not only reduces the cost, headaches, and time associated with reconfiguring the firewall, it also reduces the IT department’s resistance to supporting this type of application. 
Additionally, security can be further enhanced by configuring the serial server to not accept any inbound connections.  Also, in such a configuration, the serial server may obtain its IP address dynamically (via DHCP), rather than having a static IP address, thus reducing the cost of installation and initial setup.  By using these two techniques, the serial server is more isolated from users on the local network, although local users can still access the unit as long as there is a path through the Internet to the connectivity gateway.
The Connectivity Gateway 

Architecturally, the connectivity gateway is the key component of an outbound connection system.  It is the central point that all activities revolve around and distinguishes the architecture from the inbound connection paradigm. At first, it would seem that adding another element requiring configuration and maintenance adds additional cost and complexity, but in fact, the opposite is true.  By centralizing the connectivity process, the connectivity gateway actually reduces complexity, making the system easier to use and less costly to configure and maintain.  
The connectivity gateway’s primary function is to act as a conduit between users and remote devices.  That is, it acts as a “switchboard” connecting individual users to their requested remote device.  As part of this process, the connectivity gateway will authenticate both users and remote devices before permitting them to become part of the system.  Remote devices and the connectivity gateway are partners in creating and maintaining the outbound connection.
The connectivity gateway’s centrality makes security of paramount importance.  The gateway must not only facilitate communication between users and remote devices; it must also ensure that the communication is done securely and that unauthorized users are kept out.  Encryption protocols, such as SSL and AES, are used to ensure that the communication between the user and remote devices is kept private.  The connectivity gateway can also take advantage of the fact that it separates the authentication of users from the authentication of remote devices.  Authentication between the connectivity gateway and the remote equipment can use the powerful techniques available for machine-to-machine authentication.  Because only the connectivity gateway, rather than thousands of individual remote devices, accepts connections, security becomes easier, rather than more difficult.    By having those remote devices limit their connection to just the connectivity gateway, any security issues can be addressed in a single, easily accessible location that has plenty of processing power available to implement the latest patches and security techniques.  
For usability, the connectivity gateway can also provide a centralized database describing the location and availability of each remote device for which that user has access privileges.  Seeing available devices, selecting, and connecting to one can be made trivial via a simple point-and-click mechanism in a client application, rather than by a cumbersome entry of IP addresses and port numbers. Also, in the event that a user is “connected” but not actually using a remote device, that user could be forced off to allow another user to connect and use the remote device.  For example, a user connects to a device at the office and leaves it connected over the weekend and then a problem develops.  In this case, another user could connect, force off the original user, and immediately address the problem (this assumes that the user has been given this privilege.)  The connectivity gateway enhances the user’s experience by both simplifying the process and adding additional capabilities.
The introduction of a connectivity gateway into the architecture not only changes the connection paradigm; it also changes the administration and maintenance paradigm.  In the inbound connection architecture, administration of user privileges is done at each serial server.  On the other hand, the connectivity gateway is a central point that can be the administrative and management control point.  This is a radical change that reduces the time, costs and effort needed to control and administrate a remote access system.  
The architectural benefit of the connectivity gateway is illustrated by how user accounts can be managed and controlled.  Setting and controlling user access and privileges is a basic capability expected by all parties; the connectivity gateway simplifies this process enormously.  First, since the connectivity gateway joins users to remote devices it is perfectly positioned to control which users have access to what devices and what privileges they have with that device.  By adding the appropriate administration interface, an administrator has a single control point to enforce policies and procedures, including the ability to terminate a user’s access to all remote devices in a single keystroke.  The connectivity gateway also enables applications where the user community may be members of different organizations.  For example, both the customer and the manufacturer (under a maintenance support contract) may need access to a PBX.  If the manufacturer used this type of system, they could give their customer access to just their PBX yet allow the manufacturer’s support organization to access all of their customers’ PBXs.  Or, a hosting facility could give a customer access to their equipment’s console port yet the hosting facility staff could access all console ports.  These are applications that can be too complex and unwieldy using today’s solution become straightforward under the outbound connections architecture.  
Adding new remote devices is also easier.  Once installed, the remote device automatically registers with the connectivity gateway.  The administrator configures and labels them appropriately and they instantly become available to users.  No updates to send users or databases to maintain; the connectivity gateway handles all those processes.  
The connectivity gateway is a special purpose piece of equipment.  Typically rack mountable, they are deployed within server rooms or data centers.  Data centers are an attractive solution since they have the redundant feeds – power, cooling, and Internet connections, – required for attaining high availability as well as very good physical security.  For small scale deployments or during a trial, the connectivity gateway service can also be purchased on a subscription basis.  

The introduction of a connectivity gateway offers significant benefits and capabilities in the outbound connection architecture.  It provides a way to deploy remote equipment such as serial servers without changing the firewall at the remote location.  A connectivity gateway radically reduces the complexity and cost of controlling and managing a remote connectivity system, especially as the number of users and remote devices gets large.  
Summary
An alternative architecture for remotely accessing devices that are behind a firewall was examined to address the many issues associated with today’s inbound connection oriented architecture.  The outbound connection architecture’s fundamental advantage is its ability to traverse the firewall at a remote location without requiring any changes to the firewall.  This reduces the cost and complexity associated with deploying a remote access system, which is particularly important to service providers when their equipment is behind a customer’s firewall.  These situations tend to have high initial resistance to implementation and can involve a significant investment in resources to get the system deployed as well as to have it maintained.  
The key architectural change within an outbound connection system is the introduction of the connectivity gateway as an intermediary.  Since firewalls permit outbound connections, the easiest method to traverse the firewall is to have the remote device originate the connection to the connectivity gateway.  The connectivity gateway enables the remote device to move its connection point from inside a private network to a secured location on the Internet.  
The connectivity gateway also offers enormous administrative advantages.  Since all users go to a single point to connect to the various remotely located devices, it is the perfect location to control user and device access.  It consolidates the administration process that previously occurred at many remote devices (i.e. serial servers) to a single location, significantly reducing the complexity and costs associated with managing and administering large-scale deployments.

For accessing devices via the Internet, the outbound connection architecture, with its ability to traverse firewalls, offers significant advantages over today’s inbound connection oriented systems.  They are easier and faster to deploy and offer significant cost and resource savings, which become even more dramatic as the size of the deployment grows. 
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